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ABSTRACT

Feature selection is a critical task in both sentiment classifi-
cation and topical text classification. However, most exist-
ing feature selection algorithms ignore a significant contex-
tual difference between them that sentiment classification
is commonly depended more on the words conveying senti-
ments. Based on this observation, a new feature selection
method based on matrix factorization is proposed to identi-
fy the words with strong inter-sentiment distinguish-ability
and intra-sentiment similarity. Furthermore, experiments
show that our models require less features while still main-
taining reasonable classification accuracy.
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1. INTRODUCTION

Sentiment analysis is concerned with classifying subjec-
tive text into positive or negative according to the opinions
expressed in them. The dominant techniques consider senti-
ment classification as a binary classification problem which
generally follows traditional topical text classification ap-
proaches. So there is one major difficulty: the high dimen-
sionality of features used to capture texts. Feature selec-
tion algorithms are usually used to obtain a reduction of
the original feature set by selecting most useful features for
yielding better performance and less running time. How-
ever, there is a significant difference between topical and
sentiment classification that the category of subjective text
depends more on its component emotional words than oth-
er representative features. Nevertheless, traditional feature
selection algorithms fail to take account of this point.

In this paper, from the viewpoint of the contribution of a
candidate feature to distinguish sentiments, a novel feature
selection method based on matrix factorization is proposed
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for sentiment classification. The experimental results in-
dicate that the proposed method is effective for sentiment
classification with fewer bag-of-words features.

2. METHODOLOGY

One assumption that researchers often make about sen-
timent classification is that words that frequently appear
in one category and seldom appear in the other category
are more likely to have strong inter-sentiment separability
[1]. To formalize this intuition, we use D = {d;}i~, and
L = {l;}}2, to denote subjective document set and the cor-
responding sentiment label set. If d; is a positive document,
then l; = +1; otherwise [; = —1. The vocabulary index
is denoted by W = {w;};j—,. We also consider an m x n
contribution matrix R describing n words’ inter-sentiment
distinguish-ability on m subjective documents:

Ry =FOGFOGFOOM )
where F (), FH) () and F() (5) are the frequencies of w;
in d;, positive and negative corpora. t; is the length of d;.
Then, we can obtain a score (sentiment distinguish-ability)

for each word from the perspective of the contribution to
sentiment classification:

score(j) = AVG(Rfj) — AVG(RL-) (2)

Here, Rfj is the sum of R;; where [; > 0 and AVG is the
average function. The bigger |score(j)| the better inter-
sentiment distinguish-ability.

However, R is a extremely sparse matrix. A low-rank
matrix factorization model (MF1) is used to predict the un-
known variables by minimizing
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where Ue RY™ and Ve RY™ are latent feature matrices
about documents and words, | < min(m,n), and «, 3,7y, A >
0. [I° is similarity function and we use pointwise mutual
information normalized between [0,1] to depict it. The last
two regularization terms are added to avoid overfitting.



Table 1: Results in applying MF and other SVM-based methods.

Method| FeatureNum| Accuracy Method Assistant Information Accuracy
1G 1800 82% Pang & Lee, 2004 5000 subjective and 5000 objective sentences 87.15%
MI 1800 81.8% Whitelaw, 2005 1597 appraisal groups; 48314 features 90.2%
CHI 1700 79.2% Martineau et al.,2009 bag of words feature 88.1%
SVD 1500 87% Maas et al., 2011 50000 additional unlabeled reviews; 5050 features | 88.9%
NMF 1100 85.7% Tu et al., 2012 part-of-speech and dependency trees 88.5%
MF1 1300 88.5% Wang et al., 2012 NB log-count ratios; unigrams and bigrams 89.45%
MF2 1300 89.5% Nguyen et al., 2013 opinion lexicons; 50000 unlabeled reviews 87.95%
The second regularization term is used to constrain simi-
lar sentiment. More specifically, two frequently co-occurring —o—IG
words are more likely to share similar sentiment labels. In —— M

other words, they tend to have strong intra-sentiment simi-
larity. Then we could assume that wjs sentiment distinguish-
ability should be close to the expected value of co-occurring
words’ distinguish-ability. However, this term is insensitive
to those documents that contain words expressing both pos-
itive and negative sentiments. Hence, we propose another
term to impose constraints for similar sentiments:
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(4)

The smaller I3, the larger intra-sentiment similarity between
w; and wyg. This model is called MF2.

The third regularization term is to constrain antonyms.
Intuitively, a pair of antonyms tend to be similar in senti-
ment distinguish-ability but opposite in signs (one “4” and
the other “-”). We define I} as the indicator function that
is equal to 1 if w; is opposite to wi and equal to 0 other-
wise. In this paper, antonyms can be obtained by negation
handling preprocess: concatenating the first word after the
negation word (not, never, don’t, et al.) that should not
be a stop word. For example, “not a good idea” becomes to
“not_good idea” after negation handling. Meanwhile, we can
obtain a pair of antonyms “good” and “not_good”.

Gradient descent algorithm is used to search the solution.

3. EXPERIMENTS

Experimental Setting: We evaluate our methods on the
movie reviews dataset collected by Pang et al.[4]. We set
a, 3,7 and A to 0.001, and I = 10. 8408 words are select-
ed for candidate features whose document frequencies and
collection frequencies are higher than 5 and 10, respectively.
Experimental Results: The best accuracy for each ap-
proach is presented in Table 1. It can be observed that our
methods significantly outperform traditional feature selec-
tion methods (information gain (IG), Chi-square statistics
(CHI) and mutual information (MI)). Besides, our methods
with 1300 features are better than or comparable to previous
works using much more unlabeled data, features and priori
information which are often expensive to obtain. Whitelaw
et al.[7] got the best accuracy 90.2%. However, this method
is very complicated using 1597 appraisal groups and 48314
features. A detail analysis about the effects of feature num-
ber (FN) to accuracy is shown in Fig 1 from which we can
find that our methods could produce effective and stable
results (>88.6%) when FN >1000.

Case Study: Besides, our models’ top scoring features are
clearly more sentimental than baselines. Consider the exam-
ple in Table 2. Our models could place much greater weight
on words that convey sentiments than objective words.
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Figure 1: Effects of feature number to accuracy.

Table 2: Top-5 features for negative corpus.

1G NMF SVD MF1 MF2
film seagal seagal mulan bad
his brenner | brenner seagal worst
it’s general’s bad lebowski | jawbreaker
movie wayans movie bad stupid
life bad general’s | worst boring

4. CONCLUSIONS

In this paper, we introduce a matrix factorization frame-
work for sentiment feature selection. Experimental results
show that our models outperform most published results on
Movie dataset.
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